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A similarity measure of a neural net’s parameter sensitivity[2]

Computable numerically for real, finite-sized networks, or analytically 
for networks with infinitely many neurons in its hidden layers[3]

Infinite-Width NTKs allows for an elegant, unified way of improving 
model training across 4 tasks before any training is conducted 

We propose leveraging existing NTK theory to side-step training

Existing data-valuation methods rely on a suite of specially tailored 
methods, many requiring expensive training to be conducted [1]

Surprisingly, computing the infinite-width NTK is significantly faster 
than training a  large, real neural net of the exact same architecture
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The Gram Matrix formed by the Infinite-Width NTK describes the
similarities between all pairs of points present in the training set  

The clustering of classes by KPCA 
using this Gram can inform us what 
architectures can naturally learn 
certain tasks better than others 

The matrix Z describes how orthogonal each class’s learning dynamics 
are to each other within the context of their ground-truth labels  

We propose a novel metric Infinite-Width 
Block Diagonalization Error using Z can 
accurately identify which datasets may 
contain noisy or incorrect training labels

Infinite-width NTKs provide a rich signal that expands the predictability 
of model training behavior for a given neural net architecture

Infinite-width NTKs are applicable as a low-cost yet powerful signal 
that can single-handedly realize various data valuation tasks
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By performing discrete alterations on labels to minimize Infinite-Width Block 
Diagonalization Error, incorrect labels can be identified and refurbished 

We can leverage Z to find what classes will be highly entangled during training

The columns and diagonal encode 
inter-class and intra-class relationships

This simple, training-free approach yields competitive results 
to existing label refurbishment methods [4] that require training

Our training-free rankings strongly predict the 
real class entanglement present in training 

When there is no class entanglement Z=Z* 
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